Impact of clouds and aerosols on ozone production in Southeast Texas
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ABSTRACT

A radiative transfer model and photochemical box model are used to examine the effects of clouds and aerosols on actinic flux and photolysis rates, and the impacts of changes in photolysis rates on ozone production and destruction rates in a polluted urban environment like Houston, Texas. During the TexAQS-II Radical and Aerosol Measurement Project the combined cloud and aerosol effects reduced (NO2) photolysis frequencies by nominally 17%, while aerosols reduced (NO2) by 3% on six clear sky days. Reductions in actinic flux due to attenuation by clouds and aerosols correspond to reduced net ozone formation rates with a nearly one-to-one relationship. The overall reduction in the net ozone production rate due to reductions in photolysis rates by clouds and aerosols was approximately 8 ppbv h−1.

1 Introduction

In 2006, Houston, Texas experienced over 40 days with an 8-h O3 average over 85 ppbv (TCEQ, 2006 Air Pollution Events). The Houston–Galveston–Brazoria (HGB) eight county area (Brazoria, Chambers, Chambers, Fort Bend, Galveston, Harris, Liberty, Montgomery, Waller) has been designated as non-attainment by the EPA for ozone. The accuracy of these forecast models depends on many factors, including correctly accounting for the radiative effects of clouds and aerosols (Castro et al., 1996; Pour-Biazar et al., 2007).

Tropospheric ozone forms by reactions of oxides of nitrogen (NOx) and volatile organic compounds (VOCs) in the presence of solar radiation. Ozone photochemistry occurs when NO2 is photolyzed in sunlight. Ozone formation is the result of the following reactions:

\[ \text{NO}_2 + h\nu \rightarrow \text{NO} + \text{O}_3 \quad \text{(where } h\nu < 420 \text{ nm)} \] (1)

\[ \text{O}_3 + \text{O} + \text{M} \rightarrow 2\text{ O}_2 + \text{M} \] (2)

Once formed, ozone reacts with NO to regenerate NO2.

\[ \text{O}_3 + \text{NO} \rightarrow \text{NO}_2 + \text{O}_2 \] (3)

Net ozone formation is not possible unless a peroxy radical is present to react with NO to regenerate the NO2 without destroying an ozone molecule as in reaction (3).

\[ \text{RO}_2 + \text{NO} \rightarrow \text{NO}_2 + \text{RO} \quad \text{(where } \text{R} \text{ can be : H, CH}_3, \text{C}_2\text{H}_5, \text{etc.)} \] (4)

In recent years there has been extensive research into the role of VOCs and NOx in ozone production in the HGB area. This research
highlights that the local petrochemical emissions, particularly highly reactive VOCs, from the heavily industrialized ship channel area can lead to rapid ozone formation under certain conditions (Ryerson et al., 2003). Research also illustrates the importance of local meteorology and circulation on ozone production (Banta et al., 2005). Lefer et al. (2003) report that ozone photochemistry can be photon limited and has a direct relationship between changes in UV and net ozone production. Without sufficient UV radiation ozone production will be limited, regardless of local circulation patterns or emission sources.

Clouds and aerosols have complex effects on actinic flux photolysis rates in the troposphere and at the surface. Strongly absorbing aerosols can reduce actinic flux at the surface while strongly scattering aerosols can lead to an increase in actinic flux (Jacobson, 1998; Dickerson et al., 1997). Clouds can also enhance or reduce actinic flux depending on their thickness, droplet size, altitude, coverage, and position in the sky (Liao et al., 1999; Lantz et al., 1996).

Previous studies have found that absorbing aerosols reduce UV actinic flux throughout the troposphere, leading to a reduction in near-surface ozone production (Wendisch et al., 1996; Dickerson et al., 1997; Jacobson, 1998). Studies in Los Angeles, California (Jacobson and Wofsy, 1999; Castro et al., 2001; Raga et al., 2001) and in São Paulo, Brazil (de Miranda et al., 2005) found reductions in surface ozone varying from 5 to 30% due to absorbing aerosols. Model predictions have shown an increase in photolysis frequencies in the troposphere in the eastern US, leading to a 5–60% increase in lower tropospheric ozone levels due to strongly scattering aerosols (Dickerson et al., 1997; He and Carmichael, 1999).

During TRACE-P Tang et al. (2003) found that clouds dominated the impacts on short lived radicals like HOx. Aerosols tended to have more impact on species with a longer lifetime because much of the aerosols tended to be emitted with the precursors and are transported together, exposing the precursors to the aerosol impacts for a longer duration. A plume from Alaskan forest fires transported over long distances found aerosols causing a reduction in ozone production and destruction rates, 18% and 24%, respectively (Real et al., 2007).

Measurements of actinic flux, meteorological parameters, and numerous chemical and aerosol properties were made concurrently on the University of Houston (UH) main campus during the TexAQS 2006 Radical Measurement Project (TRAMP), a six week intensive campaign in August and September 2006 (see Lefer and Rappenglück, in this issue). TRAMP measurements were made on the roof of the 18-story North Moody Tower dormitory located approximately 4 km south of downtown Houston. This elevated location, roughly 70 m above ground, provides a unique opportunity to make continuous measurements that are not directly impacted by surface emissions, and often falls into the second layer of chemical transport models, providing an opportunity for measurement-model comparisons at a location other than the surface where most sampling sites are located (D. Byun, personal communication, 2008). Because direct surface emissions are not likely to be sampled at this elevation, a different view of NOx partitioning is observed than would be seen at the surface and is more representative of the regional urban atmosphere rather than of small local point and mobile sources. This measurement location also allows for the upward mixing of secondary species formed from surface emissions, which can impact the formation of ozone. Another aspect of the elevated measurement location is the observation of an earlier impact of the residual layer as it mixes down each morning, compared to the surface, and can be affected at night by intermittent turbulence mixing the residual layer downward.

The overall purpose of the TRAMP campaign was to examine the role of radicals on the complex photochemistry in Houston. The work presented here focuses on assessing the impacts of clouds and aerosols on the radiative processes affecting ozone photochemistry. Specifically, how did clouds and aerosols impact the production of O3 during the TRAMP 2006 campaign, and how do the interactions of radiation and precursors impact the diurnal profile of O3 production?

2. Methods

Assessment of the impacts of clouds and aerosols on the photochemical environment at the North Moody Tower involved the use of several tools including the LaRC 0-D box model and the NCAR Tropospheric Ultraviolet and Visible radiative transfer model to analyze data collected during TRAMP. Measurements included standard meteorological parameters, actinic flux, ozone, CO, NO/NO2 (Lefer et al., in this issue), NOy, SO2 (Luke et al., in this issue), HONO, HNO3 (Stutz et al., in this issue), OH, HO2 (Mao et al., in this issue), PANs, speciated VOCs, H2O2, and HCHO (Leuchner and Rappenglück, in this issue). Several clear sky days during this period are useful in discriminating aerosol effects from cloud effects.

2.1. Models

2.1.1. NCAR – TUV

The National Center for Atmospheric Research (NCAR) Tropospheric Ultraviolet–Visible version 4.1 (TUV) is a cloud free radiative transfer model (CFM) developed to simulate the actinic flux at a given location and has successfully been used for many years and has been shown to perform well (Lefer et al., 2003; Shetter et al., 2003). The TUV model calculated the cloud and aerosol free photolysis rates used to test the sensitivity of the ozone and radical budgets to cloud and aerosol impacts.

The reduction in measured photolysis rates relative to modeled rates are quantified by taking the ratio of an NCAR Scanning Actinic Flux Spectroradiometer (SAFS) derived photolysis rates to those generated by TUV. This ratio is referred to as the j-value impact factor (JIF) (Lefer et al., 2003). A JIF less than one indicates a reduction in photolysis rates, while a JIF greater than one indicates an enhancement in the measured photolysis rate as compared to cloud free conditions. Because of uncertainties and instrument limitations, only data collected at solar zenith angles less than 75° (sun sufficiently above the horizon) were used.

2.1.2. LaRC 0-D photochemical box model

Details on the NASA Langley time-dependent box model can be found in Olson et al. (2006) and Crawford et al. (1999). In general, chemical reactions and kinetics are those recommended by Sander et al. (2006). Non-methane hydrocarbon chemistry is based on the modified condensed scheme in Lurmann et al. (1986). For this study, the model is run with either the instantaneous photostationary state assumption (PSS) or in a time-dependent mode using an assumption of diurnal steady state. When sufficient data are available to fully constrain the model, the two methods give essentially identical results for predicted HOx. The time-dependent mode is useful when observations of moderately-lived HOx precursor species are missing that cannot be adequately represented by PSS. A comparison of several model mechanisms, including the LaRC mechanism used here, can be found in Chen et al. (in this issue). In addition to the standard model chemical constraints of measurements of O3, CO, NOx, acetone, methanol, ethanol, formic and acetic acids, and non-methane hydrocarbons, the model is also constrained by measurements of, HNO3, PAN, HCHO, H2O2, and HONO.

Based on a comparison of j(NO2) filter radiometer and spectrometer measurements, Crawford et al. (1999) determined that it
was possible to use a cloud correction factor based on \( j(\text{NO}_2) \) and apply it to other photolysis frequencies. During the campaign there were occasional problems with the SAFS instrument, so gaps in data were filled with data from a MetCon diode array spectroradiometer and Yankee Environmental Systems UV–Vis shadowband radiometers. Because of the differences in the data and limitations in measured wavelengths from these alternate sources, only \( j(\text{NO}_2) \) photolysis rates were used in this experiment. To account for surface reflection not measured by the SAFS instrument, \( j(\text{NO}_2) \) observations were increased by 4% (Barnard et al., 2004). The combined uncertainty of the \( j(\text{NO}_2) \) measurements are 12–15% (Shetter et al., 2003).

Similar to the approach of Lefer et al. (2003), the LaRC model was initially run using SAFS photolysis rates constrained to measured \( \text{NO}_2 \), allowing the model to calculate \( \text{PSS NO} \) concentrations based on measured photolysis rates. The resulting total \( \text{NO}_x \) was then used to constrain the CFM model runs, allowing the calculated photolysis rates to adjust the partitioning of \( \text{NO}_x \).

3. Results

3.1. Model sensitivity

To determine the relative importance of the available constraints on net ozone production rates, we ran the model in the time-dependent diurnal equilibrium mode and unconstrained one parameter at a time using measured \( j(\text{NO}_2) \) photolysis rates. The results from these model runs were then compared to a model run with all parameters constrained and for a selected day containing measurements for all of the potential constraints. Fig. 1 shows the results of this sensitivity test, indicating that in this case, constraining to \( \text{H}_2\text{O}_2 \) and \( \text{HNO}_3 \) does not significantly change the prediction of \( \text{HO}_x \) and therefore the predicted \( \text{O}_3 \) production, giving a difference of less than 3% from the fully constrained run for the campaign for both species. Unconstraining \( \text{HCHO} \) and \( \text{PAN} \) individually results in significant overpredictions in the net ozone production rates occurs, by up to 50% at times. However, unconstraining \( \text{HONO} \) results in an underprediction of the net ozone production rate. The formation reaction for \( \text{HONO} \) in the model is the reaction of \( \text{OH} + \text{NO} \). There has been speculation of additional sources of \( \text{HONO} \) in the literature from heterogeneous sources and from reactions of an excited state of the \( \text{NO}_2 \) molecule (Li et al., 2008). An underprediction of such a potentially important radical source significantly impacts the ozone production rates. Similarly, \( \text{HCHO} \) and \( \text{PAN} \) are overpredicted in the model leading to overpredicted ozone production rates. It is, therefore, important to constrain the model to observations for these three species for the purposes outlined in this study.

3.2. Impact of clouds and aerosols on photolysis rates

Fig. 2 shows the comparison of the \( j(\text{NO}_2) \) photolysis frequencies calculated from SAFS actinic flux data and the TUV cloud free model using both a continental average aerosol profile and aerosol free conditions. The measured data shows the effects of both clouds and aerosols. The continental average profile compares very well to the measured values in the late afternoon and early evening. The difference between the two cloud free model results shows that effects of aerosols on the \( j(\text{NO}_2) \) photolysis frequency are more significant in mornings and afternoons than at noon, likely due to the larger airmass factor (path length).

The ratio of the measured photolysis rates to those from TUV without aerosols appears in Fig. 3. Relative to theoretical aerosol free conditions the median JIF for the 47 days of the campaign with available data is 0.83, while for the subset of six cloud free days the median value is 0.97. Fig. 3 shows that for days that include clouds it is possible to have a JIF greater than one indicating that clouds can increase the local actinic flux and thus the photolysis rate. These elevated JIFs are usually short lived and are caused by reflections and other interactions with nearby clouds that do not block the direct beam of the sun but rather increase the diffuse downwelling radiation at the measurement point. These momentary enhancements in photochemistry are often offset to a greater extent by the shadow of the cloud as it often blocks the direct beam component immediately prior to or after the enhancements. These enhancements can be seen in Fig. 2 where the measured SAFS curve is
higher than the blue aerosol free curve. Under cloud free conditions all of the JIFs are at a value of close to one or less. This indicates that the aerosols in Houston may have reduced the \( j(\text{NO}_2) \) by nominally 3% for these six days, while for the overall campaign clouds and aerosols combined to reduce \( j(\text{NO}_2) \) by nominally 17%.

The changes in the actinic flux by clouds and aerosols impact the photochemical processes that produce ozone. By altering the photolysis rates involved in ozone production and destruction, changes in actinic flux can drastically change the net ozone production rates and the balance of how the various reactions control these rates.

3.3. Impact of clouds and aerosols on ozone production

Taking the campaign average of the ozone formation (\( \text{HO}_2 + \text{NO}, \text{CH}_3\text{O}_2 + \text{NO}, \text{RO}_2 + \text{NO} \)), chemical loss (\( \text{O}_1\text{D} + \text{H}_2\text{O}, \text{HO}_2 + \text{O}_3, \text{O}_3 + \text{OH}, \text{NO}_2 + \text{O}_3, \text{O}_3 + \text{NMHC} \)), and net ozone production terms (formation minus loss) calculated within the LaRC model for both CFM and SAFS photolysis rates provides the data for Fig. 4. The difference between the average ozone destruction terms for the two photolysis rates is minimal, while the figure reveals a much more significant difference between the two ozone formation, and thus the net production, rates. On average, clouds and aerosols reduced the net ozone production rate from 23.1 to 14.9 ppbv h\(^{-1}\). Because average values may mask interesting details, two days will be examined in more detail in the following section.

To quantify the effects of changes in the JIF on ozone production and loss rates, Fig. 5 plots the ratio of the ozone production and loss terms from the SAFS to the CFM modeled photolysis rates versus the JIF. Median values for the modeled daytime periods for \( O_3 \) formation and destruction are approximately 15 and 1 ppbv h\(^{-1}\), respectively. As shown in Fig. 5, both of the ozone loss and production terms are nearly linear and fall close to the 1:1 line. This indicates that a 50% reduction in actinic flux compared to clear sky values (JIF of 0.5) results in roughly a 60% reduction in ozone production and a 40% reduction in ozone loss rates. While all production terms are photolytically driven, not all of the destruction terms are. The \( \text{O}_3 + \text{NMHC} \) term has no significant dependence on radiation, reducing the relative impact of lower radiation on the collective \( \text{O}_3 \) destruction rate.

When breaking down the actual production and loss terms for measured and calculated photolysis rates into a median diurnal profile for days with greater than 11 h of data (Fig. 6a and b), we see that ozone production rates peak midday in the 1100–1200 CST hour at just over 25 ppbv h\(^{-1}\) using SAFS photolysis rates. For the same data using the CFM simulated cloud and aerosol free photolysis rates, the instantaneous ozone production rate increases to greater than 35 ppbv h\(^{-1}\) and shifts an hour earlier. Fig. 6b shows the loss rates for both photolysis rates. This plot shows that the loss...
rates are quite small throughout the entire daytime period compared to the production rates.

Fig. 7a and b show the median diurnal profile of ozone formation and destruction rates for ten days with intensive radiosonde launches. These intensive days were forecast to have high ozone and typically included at least six launches per day spaced 3 h apart from early morning through late evening, and continued throughout the night in some cases. Peak ozone production with measured photolysis rates peak in the 0900–1100 CST hours at almost 30 ppbv h\(^{-1}\), while the cloud and aerosol free photolysis rates move the peak production later to the 1100–1200 CST period with a production rate approaching 40 ppbv h\(^{-1}\).

We then adjusted this data to account for boundary layer heights to see how boundary layer height may impact total boundary layer ozone production in Houston. For each of the ten intensive radiosonde days selected, the boundary layer heights were interpolated to 10-min resolution. Then we calculated a correction factor by taking the ratio of the interpolated measured boundary layer heights to the campaign median measured height of 700 m as a proxy representative of an integrated O\(_3\) production amount. Multiplying the ozone formation and destruction rates by this ratio allowed for normalization of the rates to a boundary layer height of 700 m. Fig. 8a and b show the results of this adjustment. Using normalized data shifts the peak production more towards the middle of the day for both measured and modeled photolysis rates.

4. Discussion

As part of a more detailed inspection of the data, we selected two days to further examine ozone production rates and factors that impact these rates. Several factors impact ozone production rates, including the amount of ozone precursors present and the availability of sunlight. High levels of ozone precursors can result from the proximity to the emission sources, shallow boundary layer depths, a lack of dilution by high wind speeds, or any combination of these factors. As previously shown, clouds can limit the amount of radiation reaching the surface, controlling the photochemical production of ozone. In addition to regulating the rate of ozone production, the reduction in solar radiation reaching the surface can also suppress boundary layer growth, thus impacting concentrations of ozone precursors.

4.1. August 31–September 1, 2006 – Clear skies with low morning boundary layer

Some of the largest ozone production rates from the LaRC model using both SAFS and TUV photolysis rates occurred on August 31, 2006 with calculated net production approaching 352 ppbv day\(^{-1}\) using SAFS \(j(\text{NO}_2)\) and 416 ppbv day\(^{-1}\) using TUV derived \(j(\text{NO}_2)\) photolysis rates. The total ozone produced per day was calculated by summing ozone produced per model step as determined from the ozone production rates.

The 31st was cloud free with no rain. Winds on this day rotated clockwise from north to south over the course of the day, which is
typical for the Coriolis driven forcing of the local sea-breeze system at this latitude under weak synoptic conditions (Banta et al., 2005), with daytime winds predominately from the northeast to east and with speeds under 2 m s\(^{-1}\) for the majority of the daytime period. Temperatures on this day were around 35°C.

September 1 was partly cloudy from mid-morning through the evening and saw similar temperatures as the previous day, with slightly higher relative humidity. Wind speeds again were relatively light throughout most of the daytime period, increasing in speed as sunset approached, while the wind direction continued the clockwise rotation from the previous day through north before becoming variable through the afternoon. A more detailed discussion of the boundary layer structure and the land sea-breeze variations on these two days can be found in Rappenglück et al. (2008).

The nighttime boundary layer during the night August 31–September 1 including the morning transition period on September 01 is described in Day et al. (in this issue).

August 31 shows an interesting case where the diurnal ozone formation and destruction rates are negatively correlated with boundary layer height. Fig. 9 shows low morning boundary layer heights from 0400 to 0900 CST (between less than 200 up to 500 m), resulting in increased NO\(_x\) and VOC levels which correlate with the very high average ozone production rates calculated in the LaRC model seen in Fig. 10a. Using measured photolysis rates these rates peak between 0900 and 1000 CST in excess of 114 ppbv h\(^{-1}\) and almost 141 ppbv h\(^{-1}\) with clear sky photolysis rates. Measured ozone values on the 31st increased rapidly from 6 ppbv at 7:05 am CST to 106 ppbv by 9:35 am, ultimately reaching a peak 10-min value of 136 ppbv at 5:05 pm. Boundary layer heights on the following day were very similar through noon; however, the NO\(_x\) and VOC measurements were much lower, resulting in lower ozone formation and destruction rates. Measured ozone levels during the night of the 31st–1st show relatively constant values around 60 ppbv. These elevated levels, coupled with the daytime ozone formation and destruction rates, resulted in roughly the same peak ozone levels even though the formation and destruction rates were much lower than those from the previous day (Fig. 11a and b).
In line with assumptions stated in Rappenglück et al. (2008) industrial emissions were most likely be transported to the Moody Tower during the early morning hours of the 31st by the northeasterly flows typical for the onset of Galveston bay breeze. These emissions coupled with the low boundary layer height resulted in the high NOx and VOC levels observed at the Moody Tower. The morning’s clear skies and high ozone precursor levels combined to cause the rapid ozone formation rates. As the day progressed boundary layer heights grew, diluting the ozone precursor levels, resulting in decreased ozone production rates for the remainder of the day. In contrast, winds on September 1st show that the flow approached the Moody Tower from the northwest, a sector with relatively low emissions. With the morning of September 1st being clear with similar boundary layer heights, ozone production rates were much lower because of lower levels of ozone precursors.

From this, we see that ozone production rates in Houston can peak in the morning, responding to the effects of large quantities of ozone precursors being emitted into a shallow boundary layer, and that wind direction plays a critical role on the ozone production rates at the Moody Tower.

5. Conclusions and future work

A significant number of ozone events that exceed the regulatory standards occur in the Houston–Galveston-Brazoria area every year and these events may adversely affect the health of the local population. In order to improve the ability of ozone models to accurately predict episodes that may lead to unhealthy conditions, it will be necessary to better quantify the effects of clouds and aerosols. During the campaign, combined cloud and aerosol effects dominated reductions in photolysis frequencies compared to aerosols only effects by 17 and 3% respectively. Reductions in actinic flux due to attenuation by clouds and aerosols correspond to reduced net ozone formation rates with a nearly one-to-one relationship. The overall reduction in the net ozone production rate due to reductions in photolysis rates by clouds and aerosols was approximately 8 ppbv h⁻¹.

For the Houston area, HONO, HCHO, and PAN are important measurements that are needed as constraints for accurate predictions of HOx and O3 production. Ozone destruction rates are quite small in comparison to the formation rates and only contribute to a loss of a few ppbv h⁻¹. The median diurnal profile of ozone production rates peaks in the 1100–1200 CST hour at just over 25 ppbv h⁻¹ using measured photolysis rates. For the same time using the simulated cloud and aerosol free photolysis rates, the instantaneous ozone production rate increases to greater than 35 ppbv h⁻¹ and shifts an hour earlier. The late morning peak with the CFM photolysis rates may be due to having enough incoming solar radiation while the boundary layer is relatively low, leading to an accumulation of ozone precursors from morning rush hour and continuous industrial emissions. When scaled to a constant boundary layer height, this morning peak in ozone production shifts to the midday period.

Future work will entail a more extensive evaluation of the results when using HONO and HCHO determined from long-path DOAS measurements. Particular attention will be paid to those times with significant discrepancies between the in situ HONO and DOAS data (Stutz et al., in this issue). Additionally, a comparison of these results with those from a newly released version of the LaRC model which includes NO₂ reactions (Li et al., 2008) will be performed to examine if the changes in modeled HOx and HONO are significant.
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